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#### Abstract

In this paper, we obtain random coupled coincidence point theorems in an ordered metric space $X$ for a pair of random mappings $F: \Omega \times$ $(X \times X) \rightarrow X$ and $g: \Omega \times X \rightarrow X$ under certain contractive conditions which are commutative under generalized altering distance function in five variables. Random coupled fixed point results (as corollaries) under certain contractive conditions will be excerpted from our theorems. We also support our result by an example.
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## 1. Introduction

The theory of random mappings is a substantial branch of probabilistic analysis which plays pivotal role in many applied mathematics. Random fixed point theorems for contraction mappings on various spaces have been established by several authors [13, 14, 16-22, 27, 33, 41, 44, 45].

In 1994, the notion of partial metric spaces was initiated by Matthews [28]. He extended the Banach contraction principle from metric spaces to partial metric spaces.

Definition 1.1. A partial metric on a nonempty set $X$ is a function $p: X \times X \rightarrow R^{+}$such that for all $x, y, z \in X:$
$\left(p_{1}\right) x=y \Leftrightarrow p(x, x)=p(x, y)=p(y, y)$,
$\left(p_{2}\right) p(x, x) \leq p(x, y)$,
$\left(p_{3}\right) p(x, y)=p(y, x)$,
$\left(p_{4}\right) p(x, y)+p(z, z) \leq p(x, z)+p(z, y)$.
A partial metric space is a pair $(X, p)$ such that $X$ is a nonempty set and $p$ is a partial metric on $X$.

One of the recent trends, initiated by Ran and Reurings [37], in fixed point theory, is to study the existence and uniqueness of certain operators in the context of partially ordered metric spaces (see for example, $[2,1,4,5,15$, 26, 31, 32]).

In 1984, Khan et al. [24] introduced the notion of an altering distance function for one variable as the following:

Definition 1.2. A function $\varphi:[0,+\infty) \rightarrow[0,+\infty)$ is called altering distance function if and only if
(1) $\varphi$ is continuous,
(2) $\varphi$ is nondecreasing,
(3) $\varphi(t)=0 \Leftrightarrow t=0$.

Several authors worked in this notion and established nice results for applied it to obtaining fixed point results in metric spaces.

In recent years, Choudhury and Dutta [8] generalized this notion to a two-variable function and it was also extended to three-variable function by Choudhury [9] as the following:

Definition 1.3. A function $\varphi:[0,+\infty) \times[0,+\infty) \times[0,+\infty) \rightarrow[0,+\infty)$ is said to be a generalized altering distance function if and only if
(1) $\varphi$ is continuous,
(2) $\varphi$ is nondecreasing in all the three variables,
(3) $\varphi(x, y, z)=0 \Leftrightarrow x=y=z=0$.

In 2008, Rao et al. [36] introduced the altering distance function in five variables to generalize the results of Choudhury [9] as follows:

Definition 1.4. A function

$$
\varphi:[0,+\infty) \times[0,+\infty) \times[0,+\infty) \times[0,+\infty) \times[0,+\infty) \rightarrow[0,+\infty)
$$

is said to be a generalized altering distance function if and only if
(1) $\varphi$ is continuous,
(2) $\varphi$ is nondecreasing in all the five variables,
(3) $\varphi(x, y, z, w, t)=0 \Leftrightarrow x=y=z=w=t=0$.

In 2006, the concept of coupled fixed point was presented by Bhaskar and Lakshmikantham [5]. They studied some nice coupled fixed point theorems, after three years, Lakshmikantham and Ćirić [26] introduced the notion of a coupled coincidence point and coupled fixed point of mappings. Many theorems under this title were recognized, see $[10-12,23,39,40,42$, 43, 3, 34, 35].

Recall that if $(X, \leq)$ is a partially ordered set and $F: X \rightarrow X$ is such that for $x, y \in X, \quad x \leq y$ implies $F(x) \leq F(y)$, then a mapping $F$ is said to be nondecreasing. Similarly, a nonincreasing mapping is defined.

The same authors [5] introduced the following notions of a mixed monotone mapping as:

Definition 1.5. Let $(X, \leq)$ be a partially ordered set and $F: X \times$ $X \rightarrow X$. The mapping $F$ is said to has the mixed monotone property if $F$ is monotone nondecreasing in $x$ and is monotone nonincreasing in $y$, that is, for any $x, y \in X$,

$$
x_{1}, x_{2} \in X, \quad x_{1} \leq x_{2} \Rightarrow F\left(x_{1}, y\right) \leq F\left(x_{2}, y\right)
$$

and

$$
y_{1}, y_{2} \in X, \quad y_{1} \leq y_{2} \Rightarrow F\left(x, y_{1}\right) \geq F\left(x, y_{2}\right) .
$$

Definition 1.6 [5]. An element $(x, y) \in X \times X$ is called a coupled fixed point of the mapping $F: X \times X \rightarrow X$ if

$$
F(x, y)=x \text { and } F(y, x)=y .
$$

The concept of the mixed monotone property is generalized in [26] as:
Definition 1.7. Let $(X, \leq)$ be a partially ordered set and $F: X \times$ $X \rightarrow X, g: X \rightarrow X$. The mapping $F$ is said to has the mixed $g$-monotone property if $F$ is monotone $g$-nondecreasing in $x$ and is monotone $g$-nonincreasing in $y$, that is, for any $x, y \in X$,

$$
x_{1}, x_{2} \in X, \quad g\left(x_{1}\right) \leq g\left(x_{2}\right) \Rightarrow F\left(x_{1}, y\right) \leq F\left(x_{2}, y\right)
$$

and

$$
y_{1}, y_{2} \in X, \quad g\left(y_{1}\right) \leq g\left(y_{2}\right) \Rightarrow F\left(x, y_{1}\right) \geq F\left(x, y_{2}\right) .
$$

Clearly, if $g$ is the identity mapping, then Definition 1.7 reduces to Definition 1.5.

Definition 1.8 [26]. An element $(x, y) \in X \times X$ is called a coupled coincidence point of the mappings $F: X \times X \rightarrow X$ and $g: X \rightarrow X$ if

$$
F(x, y)=g(x) \text { and } F(y, x)=g(y)
$$

Definition 1.9 [1]. Let $X$ be a nonempty set, $F: X \times X \rightarrow X$ and $g: X \rightarrow X$. Then $F$ and $g$ are commutative if for all $x, y \in X$,

$$
g(F(x, y))=F(g(x), g(y))
$$

## 2. Preliminaries

Throughout this paper, $(\Omega, \Sigma)$ denotes a measurable space consisting of a set $\Omega$ and sigma algebra $\Sigma$ of subsets of $\Omega,(X, d)$ stands for a complete metric space.

Definition 2.1 [6]. A mapping $f: \Omega \rightarrow X$ is said to be measurable if $f^{-1}(B) \in \Sigma$ for every Borel subset $B$ of $X$.

Definition 2.2 [7]. A mapping $T: \Omega \times X \rightarrow X$ is a random operator if for each fixed $t \in X$, the mapping $T(., t): \Omega \rightarrow X$ is measurable.

Definition 2.3 [6]. A measurable mapping $\xi: \Omega \rightarrow X$ is a random fixed point of a random operator $T: \Omega \times X \rightarrow X$ if $T(t, \xi(t))=\xi(t)$ for each $t \in \Omega$.

Definition 2.4 [25]. A measurable mapping $\xi: \Omega \rightarrow X$ is a random coincidence of the random operators $T: \Omega \times X \rightarrow X$ and $g: \Omega \times X \rightarrow X$ if $T(t, \xi(t))=g(t, \xi(t))$ for each $t \in \Omega$.

Definition 2.5 [25]. Let $(X, d)$ be a separable metric space, $(\Omega, \Sigma)$ be a measurable space and $T: \Omega \times(X \times X) \rightarrow X, g: \Omega \times X \rightarrow X$. Then $T$ and $g$ are commutative if

$$
T(\omega,(g(\omega, x), g(\omega, y)))=g(\omega, T(w,(x, y)))
$$

for all $\omega \in \Omega, x, y \in X$.

## 3. Main Results

The following lemma is used in the sequel:

Lemma 3.1. Let $(X, d)$ be a metric space and let $\left\{g\left(y_{n}\right)\right\}$ be a sequence in $X$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(g\left(y_{n}\right), g\left(y_{n-1}\right)\right)=0 . \tag{1}
\end{equation*}
$$

Suppose that $\left\{g\left(y_{n}\right)\right\}$ is not a Cauchy sequence. Then there exist an $\varepsilon>0$ and two sequences of positive integers $\{n(k)\},\{m(k)\}, m(k)>n(k)$ $\geq k$ such that the following four sequences tend to $\varepsilon$ :

$$
\begin{aligned}
& d\left(g\left(y_{m_{k}}\right), g\left(y_{n_{k}}\right)\right), \quad d\left(g\left(y_{m_{k}}\right), g\left(y_{n_{k}+1}\right)\right), \\
& d\left(g\left(y_{m_{k}-1}\right), g\left(y_{n_{k}}\right)\right), \quad d\left(g\left(y_{m_{k}-1}\right), g\left(y_{n_{k}+1}\right)\right) .
\end{aligned}
$$

Proof. Suppose that $\left\{g\left(y_{n}\right)\right\}$ is not a Cauchy sequence. Then there exist $\varepsilon>0$ and two sequences of positive integers $\{n(k)\},\{m(k)\}$ for each integer $k$ such that

$$
\begin{equation*}
d\left(g\left(y_{n_{k}}\right), g\left(y_{m_{k}}\right)\right) \geq \varepsilon \tag{2}
\end{equation*}
$$

let $m_{k}$ be the least integer exceeding $n_{k}$ with $m(k)>n(k) \geq k$, satisfying (2). It follows that

$$
\begin{equation*}
d\left(g\left(y_{n_{k}}\right), g\left(y_{m_{k}-1}\right)\right)<\varepsilon, \tag{3}
\end{equation*}
$$

from the triangle inequality, we can write

$$
\begin{align*}
& d\left(g\left(y_{n_{k}}\right), g\left(y_{m_{k}}\right)\right) \leq d\left(g\left(y_{n_{k}}\right), g\left(y_{m_{k}-1}\right)\right)+d\left(g\left(y_{m_{k}-1}\right), g\left(y_{m_{k}}\right)\right), \\
& \left|d\left(g\left(y_{n_{k}+1}\right), g\left(y_{m_{k}}\right)\right)-d\left(g\left(y_{n_{k}}\right), g\left(y_{m_{k}}\right)\right)\right| \leq d\left(g\left(y_{n_{k}+1}\right), g\left(y_{n_{k}}\right)\right), \\
& \left|d\left(g\left(y_{n_{k}}\right), g\left(y_{m_{k}-1}\right)\right)-d\left(g\left(y_{n_{k}}\right), g\left(y_{m_{k}}\right)\right)\right| \leq d\left(g\left(y_{m_{k}-1}\right), g\left(y_{m_{k}}\right)\right), \\
& \left|d\left(g\left(y_{n_{k}+1}\right), g\left(y_{m_{k}-1}\right)\right)-d\left(g\left(y_{n_{k}+1}\right), g\left(y_{m_{k}}\right)\right)\right| \leq d\left(g\left(y_{m_{k}-1}\right), g\left(y_{m_{k}}\right)\right) . \tag{4}
\end{align*}
$$

Taking the limit as $k \rightarrow \infty$ in terms of (2)-(4) and using (1), we have

$$
\begin{aligned}
\varepsilon & =\lim _{k \rightarrow \infty} d\left(g\left(y_{n_{k}}\right), g\left(y_{m_{k}}\right)\right)=\lim _{k \rightarrow \infty} d\left(g\left(y_{n_{k}+1}\right), g\left(y_{m_{k}}\right)\right) \\
& =\lim _{k \rightarrow \infty} d\left(g\left(y_{n_{k}+1}\right), g\left(y_{m_{k}-1}\right)\right)=\lim _{k \rightarrow \infty} d\left(g\left(y_{n_{k}}\right), g\left(y_{m_{k}-1}\right)\right) .
\end{aligned}
$$

This completes the proof of Lemma 3.1.

Remark 3.1. If we put $g=I$, where $I$ is the identity mapping in Lemma 3.1, we have Lemma 10 of [30].

The following theorem is a generalized version Theorem 11 of [30].
Theorem 3.1. Let $(X, \leq)$ be a partially ordered set and suppose that there exists a metric $d$ on $X$ such that $(X, d)$ is a complete metric space. Suppose $F: X \times X \rightarrow X$ and $g: X \rightarrow X$ are such that $F$ has the mixed $g$-monotone property and

$$
\begin{align*}
& \Phi_{1}(d(F(x, y), F(u, v))) \\
\leq & \Psi_{1}\binom{d(g x, g u), d(g y, g v), d(g x, F(x, y)), d(g u, F(u, v)),}{\frac{1}{2}[d(g x, F(u, v))+d(g u, F(x, y))]} \\
- & \Psi_{2}\binom{d(g x, g u), d(g y, g v), d(g x, F(x, y)), d(g u, F(u, v)),}{\frac{1}{2}[d(g x, F(u, v))+d(g u, F(x, y))]}, \tag{5}
\end{align*}
$$

for $x, y, u, v \in X$, for which $g(x) \geq g(u)$ and $g(y) \leq g(v)$, where $\Psi_{1}$, $\Psi_{2}$ are generalized altering distance functions and $\Phi_{1}(x)=\Psi_{1}(x, x, x, x, x)$. Suppose $F(X \times X) \subseteq g(X)$, where $g$ is continuous and commutes with $F$ and suppose either
(a) $F$ is continuous or
(b) $X$ has the following properties:
(i) if a nondecreasing sequence $x_{n} \rightarrow x$, then $x_{n} \leq x$ for all $n$,
(ii) if a nonincreasing sequence $y_{n} \rightarrow y$, then $y \leq y_{n}$ for all $n$.

If there exist $x_{0}, y_{0} \in X$ such that $g\left(x_{0}\right) \leq F\left(x_{0}, y_{0}\right)$ and $g\left(y_{0}\right) \geq$ $F\left(y_{0}, x_{0}\right)$, then there exists $(x, y) \in X$ such that $F(x, y)=x$ and $F(y, x)$ $=y$.

That is, $F$ and $g$ have a coupled coincidence.
Proof. Let $x_{0}, y_{0} \in X$ be such that $g\left(x_{0}\right) \leq F\left(x_{0}, y_{0}\right)$ and $g\left(y_{0}\right) \geq$ $F\left(y_{0}, x_{0}\right)$. Since $F(X \times X) \subseteq g(X)$, we can choose $x_{1}, y_{1} \in X$ such that
$g\left(x_{1}\right)=F\left(x_{0}, y_{0}\right)$ and $g\left(y_{1}\right)=F\left(y_{0}, x_{0}\right)$. Again, from $F(X \times X) \subseteq g(X)$, we can choose $x_{2}, y_{2} \in X$ such that $g\left(x_{2}\right)=F\left(x_{1}, y_{1}\right)$ and $g\left(y_{2}\right)=$ $F\left(y_{1}, x_{1}\right)$. In this way, we construct two sequences $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ in $X$ such that

$$
\begin{equation*}
g\left(x_{n+1}\right)=F\left(x_{n}, y_{n}\right) \text { and } g\left(y_{n+1}\right)=F\left(y_{n}, x_{n}\right) \text { for all } n \geq 0 \tag{6}
\end{equation*}
$$

By mathematical induction, one can prove (see Lakshmikantham [26, pp. 4343-4344]):

$$
\begin{equation*}
g\left(x_{n}\right) \leq g\left(x_{n+1}\right) \text { and } g\left(y_{n}\right) \geq g\left(y_{n+1}\right) \text { for all } n \geq 0 \tag{7}
\end{equation*}
$$

From (7) and (6), we have

$$
\left.\left.\begin{array}{rl} 
& \Phi_{1}\left(d\left(g x_{n+1}, g x_{n}\right)\right) \\
= & \Phi_{1}\left(d\left(F\left(x_{n}, y_{n}\right), F\left(x_{n-1}, y_{n-1}\right)\right)\right) \\
\leq & \Psi_{1}\left(\begin{array}{l}
d\left(g x_{n}, g x_{n-1}\right), d\left(g y_{n}, g y_{n-1}\right), d\left(g x_{n}, F\left(x_{n}, y_{n}\right)\right), \\
d\left(g x_{n-1}, F\left(x_{n-1}, y_{n-1}\right)\right), \frac{1}{2}\left[d\left(g x_{n}, F\left(x_{n-1}, y_{n-1}\right)\right)\right. \\
+ \\
\left.d\left(g x_{n-1}, F\left(x_{n}, y_{n}\right)\right)\right]
\end{array}\right)
\end{array}\right) \quad \begin{array}{l}
\quad\left(\begin{array}{l}
d\left(g x_{n}, g x_{n-1}\right), d\left(g y_{n}, g y_{n-1}\right), d\left(g x_{n}, F\left(x_{n}, y_{n}\right)\right), \\
d\left(g x_{n-1}, F\left(x_{n-1}, y_{n-1}\right)\right), \frac{1}{2}\left[d\left(g x_{n}, F\left(x_{n-1}, y_{n-1}\right)\right)\right. \\
\left.+d\left(g x_{n-1}, F\left(x_{n}, y_{n}\right)\right)\right]
\end{array}\right) \\
=
\end{array} \Psi_{1}\binom{d\left(g x_{n}, g x_{n-1}\right), d\left(g y_{n}, g y_{n-1}\right), d\left(g x_{n}, g x_{n+1}\right), d\left(g x_{n-1}, g x_{n}\right),}{\frac{1}{2} d\left(g x_{n-1}, g x_{n+1}\right)}, \begin{array}{l}
d\left(g x_{n}, g x_{n-1}\right), d\left(g y_{n}, g y_{n-1}\right), d\left(g x_{n}, g x_{n+1}\right), d\left(g x_{n-1}, g x_{n}\right), \\
\end{array}\right)
$$

since $\Psi_{1}$ is monotone increasing with respect to the first variable, we have for all $n \geq 1$,

$$
\begin{equation*}
d\left(g x_{n+1}, g x_{n}\right) \leq d\left(g x_{n}, g x_{n-1}\right) \tag{9}
\end{equation*}
$$

again from (7) and (6), we get

$$
\left.\begin{array}{rl} 
& \Phi_{1}\left(d\left(g y_{n+1}, g y_{n}\right)\right) \\
= & \Phi_{1}\left(d\left(F\left(y_{n}, x_{n}\right), F\left(y_{n-1}, x_{n-1}\right)\right)\right) \\
\leq & \Psi_{1}\left(\begin{array}{l}
d\left(g y_{n}, g y_{n-1}\right), d\left(g x_{n}, g x_{n-1}\right), d\left(g y_{n}, F\left(y_{n}, x_{n}\right)\right), \\
d\left(g y_{n-1}, F\left(y_{n-1}, x_{n-1}\right)\right), \frac{1}{2}\left[d\left(g y_{n}, F\left(y_{n-1}, y_{n-1}\right)\right)\right. \\
\left.+d\left(g y_{n-1}, F\left(y_{n}, x_{n}\right)\right)\right]
\end{array}\right)
\end{array}\right) \quad \begin{aligned}
& \quad\left(\begin{array}{l}
d\left(g y_{n}, g y_{n-1}\right), d\left(g x_{n}, g x_{n-1}\right), d\left(g y_{n}, F\left(y_{n}, x_{n}\right)\right), \\
d\left(g y_{n-1}, F\left(y_{n-1}, x_{n-1}\right)\right), \frac{1}{2}\left[d\left(g y_{n}, F\left(y_{n-1}, y_{n-1}\right)\right)\right. \\
\left.+d\left(g y_{n-1}, F\left(y_{n}, x_{n}\right)\right)\right]
\end{array}\right) \\
& =
\end{aligned} \begin{array}{|l}
\Psi_{1}\binom{d\left(g y_{n}, g y_{n-1}\right), d\left(g x_{n}, g x_{n-1}\right), d\left(g y_{n}, g y_{n+1}\right), d\left(g y_{n-1}, g y_{n}\right),}{\frac{1}{2} d\left(g y_{n-1}, g y_{n+1}\right)} \\
\end{array}
$$

since $\Psi_{1}$ is monotone increasing with respect to the first variable, we have for all $n \geq 1$,

$$
\begin{equation*}
d\left(g y_{n+1}, g y_{n}\right) \leq d\left(g y_{n}, g y_{n-1}\right) \tag{11}
\end{equation*}
$$

In view of (9) and (11), the sequences $\left\{d\left(g x_{n+1}, g x_{n}\right)\right\}$ and $\left\{d\left(g y_{n+1}, g y_{n}\right)\right\}$ are nonincreasing, so there exist $\alpha \geq 0$ and $\gamma \geq 0$ such that

$$
\lim _{n \rightarrow \infty} d\left(g x_{n+1}, g x_{n}\right)=\alpha \text { and } \lim _{n \rightarrow \infty} d\left(g y_{n+1}, g y_{n}\right)=\gamma
$$

Again, since $\Psi_{1}$ is monotone increasing with respect to the fifth variable, from (8), we have by triangular inequality

$$
d\left(g x_{n+1}, g x_{n}\right) \leq \frac{1}{2} d\left(g x_{n-1}, g x_{n+1}\right) \leq \frac{1}{2} d\left(g x_{n-1}, g x_{n}\right)+\frac{1}{2} d\left(g x_{n}, g x_{n+1}\right),
$$

by taking the limit, we have $\lim _{n \rightarrow \infty} d\left(g x_{n-1}, g x_{n+1}\right)=2 \alpha$, similarly from (10), $\lim _{n \rightarrow \infty} d\left(g y_{n-1}, g y_{n+1}\right)=2 \gamma$.

Also, taking the limit as $n \rightarrow \infty$ in (8) and (10), respectively, and using the continuity of $\Psi_{1}$ and $\Psi_{2}$, we get

$$
\begin{equation*}
\Phi_{1}(\alpha) \leq \Psi_{1}(\alpha, \gamma, \alpha, \alpha, \alpha)-\Psi_{2}(\alpha, \gamma, \alpha, \alpha, \alpha) \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{1}(\gamma) \leq \Psi_{1}(\gamma, \alpha, \gamma, \gamma, \gamma)-\Psi_{2}(\gamma, \alpha, \gamma, \gamma, \gamma) \tag{13}
\end{equation*}
$$

Assume that $\alpha \neq \gamma$. Without loss of generality, suppose that $\gamma<\alpha$ and using $\Phi_{1}(x)=\Psi_{1}(x, x, x, x, x)$, so

$$
\begin{align*}
\Phi_{1}(\alpha) & \leq \Psi_{1}(\alpha, \gamma, \alpha, \alpha, \alpha)-\Psi_{2}(\alpha, \gamma, \alpha, \alpha, \alpha) \\
& \leq \Phi_{1}(\alpha)-\Psi_{2}(\alpha, \gamma, \alpha, \alpha, \alpha) \tag{14}
\end{align*}
$$

which holds unless $\Psi_{2}(\alpha, \gamma, \alpha, \alpha, \alpha)=0$, that is, $\alpha=\gamma$, a contradiction.
We deduce that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} d\left(g x_{n+1}, g x_{n}\right)=0 \text { and } \lim _{n \rightarrow \infty} d\left(g y_{n}, g y_{n-1}\right)=0 \tag{15}
\end{equation*}
$$

Now we prove that $\left\{g\left(x_{n}\right)\right\}$ and $\left\{g\left(y_{n}\right)\right\}$ are Cauchy sequences. Suppose, to the contrary, that at least one of $\left\{g\left(x_{n}\right)\right\}$ or $\left\{g\left(y_{n}\right)\right\}$ is not a Cauchy sequence. Then, by virtue of Lemma 3.1, the sequences

$$
d\left(g x_{m_{k}}, g x_{n_{k}}\right), d\left(g x_{m_{k}}, g x_{n_{k}+1}\right), d\left(g x_{m_{k}-1}, g x_{n_{k}}\right), d\left(g x_{m_{k}-1}, g x_{n_{k}+1}\right)(16)
$$

and

$$
\begin{equation*}
d\left(g y_{m_{k}}, g y_{n_{k}}\right), d\left(g y_{m_{k}}, g y_{n_{k}+1}\right), d\left(g y_{m_{k}-1}, g y_{n_{k}}\right), d\left(g y_{m_{k}-1}, g y_{n_{k}+1}\right) \tag{17}
\end{equation*}
$$

tend to $\varepsilon$ when $k \rightarrow \infty$. It follows that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} d\left(g x_{n_{k}-1}, g x_{m_{k}+1}\right) \leq \varepsilon \text { and } \lim _{k \rightarrow \infty} d\left(g y_{n_{k}-1}, g y_{m_{k}+1}\right) \leq \varepsilon . \tag{18}
\end{equation*}
$$

Since $m(k) \geq n(k)-1$, so from (7) and (6), we have

$$
\begin{align*}
& \Phi_{1}\left(d\left(g x_{m(k)+1}, g x_{n(k)}\right)\right) \\
= & \Phi_{1}\left(d\left(F\left(x_{m(k)}, y_{m(k)}\right), F\left(x_{n(k)-1}, y_{n(k)-1}\right)\right)\right) \\
\leq & \Psi_{1}\left(\begin{array}{l}
d\left(g x_{m(k)}, g x_{n(k)-1}\right), d\left(g y_{m(k)}, g y_{n(k)-1}\right), \\
d\left(g x_{m(k)}, F\left(x_{m(k)}, y_{m(k)}\right)\right), d\left(g x_{n(k)-1}, F\left(x_{n(k)-1}, y_{n(k)-1}\right)\right), \\
\frac{1}{2}\left[d\left(g x_{m(k)}, F\left(x_{n(k)-1}, y_{n(k)-1}\right)\right)+d\left(g x_{n(k)-1}, F\left(x_{m(k)}, y_{m(k)}\right)\right)\right]
\end{array}\right) \\
& -\Psi_{2}\left(\begin{array}{l}
d\left(g x_{m(k)}, g x_{n(k)-1}\right), d\left(g y_{m(k)}, g y_{n(k)-1}\right), \\
d\left(g x_{m(k)}, F\left(x_{m(k)}, y_{m(k)}\right)\right), d\left(g x_{n(k)-1}, F\left(x_{n(k)-1}, y_{n(k)-1}\right)\right), \\
\frac{1}{2}\left[d\left(g x_{m(k)}, F\left(x_{n(k)-1}, y_{n(k)-1}\right)\right)+d\left(g x_{n(k)-1}, F\left(x_{m(k)}, y_{m(k)}\right)\right)\right]
\end{array}\right) . \tag{19}
\end{align*}
$$

In addition, we have

$$
\begin{aligned}
& \Phi_{1}\left(d\left(g y_{n(k)}, g y_{m(k)+1}\right)\right) \\
= & \Phi_{1}\left(d\left(F\left(y_{n(k)-1}, x_{n(k)-1}\right), F\left(y_{m(k)}, x_{m(k)}\right)\right)\right) \\
\leq & \Psi_{1}\left(\begin{array}{l}
d\left(g y_{n(k)-1}, g y_{m(k)}\right), d\left(g x_{n(k)-1}, g x_{m(k)}\right), \\
d\left(g y_{m(k)}, F\left(g y_{m(k)}, g x_{m(k)}\right)\right), d\left(g y_{n(k)-1}, F\left(y_{n(k)-1}, x_{n(k)-1}\right)\right), \\
\frac{1}{2}\left[d\left(g y_{m(k)}, F\left(y_{n(k)-1}, x_{n(k)-1}\right)\right)+d\left(g y_{n(k)-1}, F\left(y_{m(k)}, x_{m(k)}\right)\right)\right]
\end{array}\right)
\end{aligned}
$$

$$
-\Psi_{2}\left(\begin{array}{l}
d\left(g y_{n(k)-1}, g y_{m(k)}\right), d\left(g x_{n(k)-1}, g x_{m(k)}\right),  \tag{20}\\
d\left(g y_{m(k)}, F\left(y_{m(k)}, x_{m(k)}\right)\right), d\left(g y_{n(k)-1}, F\left(y_{n(k)-1}, x_{n(k)-1}\right)\right), \\
\frac{1}{2}\left[d\left(g y_{m(k)}, F\left(y_{n(k)-1}, x_{n(k)-1}\right)\right)+d\left(g y_{n(k)-1}, F\left(y_{m(k)}, x_{m(k)}\right)\right)\right]
\end{array}\right) .
$$

Taking the limit as $k \rightarrow \infty$ using (16) to (18) and the continuity of $\Psi_{1}$ and $\Psi_{2}$ in (19), we obtain

$$
\begin{equation*}
\Phi_{1}(\varepsilon) \leq \Psi_{1}(\varepsilon, \varepsilon, 0,0, \varepsilon)-\Psi_{2}(\varepsilon, \varepsilon, 0,0, \varepsilon) \leq \Phi_{1}(\varepsilon)-\Psi_{2}(\varepsilon, \varepsilon, 0,0, \varepsilon) \tag{21}
\end{equation*}
$$

this holds if $\Psi_{2}(\varepsilon, \varepsilon, 0,0, \varepsilon)=0$, this implies that $\varepsilon=0$, a contradiction, since $\varepsilon>0$. We deduce that $\left\{g\left(x_{n}\right)\right\}$ is a Cauchy sequence. Similarly, taking the limit as $k \rightarrow \infty$ in (20), we also get $\left\{g\left(y_{n}\right)\right\}$ is a Cauchy sequence. Since $(X, d)$ is a complete metric space, so there exist points $x$ and $y$ in $X$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} g\left(x_{n}\right)=x \text { and } \lim _{n \rightarrow \infty} g\left(y_{n}\right)=y . \tag{22}
\end{equation*}
$$

From (22) and continuity of $g$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} g\left(g\left(x_{n}\right)\right)=g(x) \text { and } \lim _{n \rightarrow \infty} g\left(g\left(y_{n}\right)\right)=g(y) \tag{23}
\end{equation*}
$$

From (6) and commutativity of $F$ and $g$,

$$
\begin{align*}
& g\left(g\left(x_{n+1}\right)\right)=g\left(F\left(x_{n}, y_{n}\right)\right)=F\left(g\left(x_{n}\right), g\left(y_{n}\right)\right) \text { and } \\
& g\left(g\left(y_{n+1}\right)\right)=g\left(F\left(y_{n}, x_{n}\right)\right)=F\left(g\left(y_{n}\right), g\left(x_{n}\right)\right) . \tag{24}
\end{align*}
$$

We now show that $g(x)=F(x, y)$ and $g(y)=F(y, x)$. Consider the assumption (a) holds, taking the limit as $n \rightarrow \infty$ in (24), by (22), (23) and continuity of $F$, we have

$$
\begin{aligned}
g(x) & =\lim _{n \rightarrow \infty} g\left(g\left(x_{n+1}\right)\right)=\lim _{n \rightarrow \infty} F\left(g\left(x_{n}\right), g\left(y_{n}\right)\right) \\
& =F\left(\lim _{n \rightarrow \infty} g\left(x_{n}\right), \lim _{n \rightarrow \infty} g\left(y_{n}\right)\right)=F(x, y),
\end{aligned}
$$

$$
\begin{aligned}
g(y) & =\lim _{n \rightarrow \infty} g\left(g\left(y_{n+1}\right)\right)=\lim _{n \rightarrow \infty} F\left(g\left(y_{n}\right), g\left(x_{n}\right)\right) \\
& =F\left(\lim _{n \rightarrow \infty} g\left(y_{n}\right), \lim _{n \rightarrow \infty} g\left(x_{n}\right)\right)=F(y, x)
\end{aligned}
$$

Thus, we proved that $g(x)=F(x, y)$ and $g(y)=F(y, x)$.

Suppose now that (b) holds, from (7), $g\left(x_{n}\right)$ is nondecreasing and $g\left(x_{n}\right) \rightarrow x$ and $g\left(y_{n}\right)$ is nonincreasing and $g\left(y_{n}\right) \rightarrow y$, from (i) and (ii), we have $g\left(x_{n}\right) \leq x$ and $g\left(y_{n}\right) \geq y$ for all $n$. Then, by triangle inequality and (24), we have

$$
\begin{aligned}
d(F(x, y), g(x)) & \leq d\left(F(x, y), g\left(g\left(x_{n+1}\right)\right)\right)+d\left(g\left(g\left(x_{n+1}\right)\right), g(x)\right) \\
& \leq d\left(F(x, y), F\left(g\left(x_{n}\right), g\left(y_{n}\right)\right)\right)+d\left(g\left(g\left(x_{n+1}\right)\right), g(x)\right)
\end{aligned}
$$

Then, from (5) we have

$$
\begin{aligned}
& \Phi_{1}(d(F(x, y), g(x))) \\
= & \Phi_{1}\left(d\left(F(x, y), F\left(g\left(x_{n}\right), g\left(y_{n}\right)\right)\right)\right)+\Phi_{1}\left(d\left(g\left(g\left(x_{n+1}\right)\right), g(x)\right)\right) \\
\leq & \Psi_{1}\left(\begin{array}{l}
d\left(g(x), g\left(g\left(x_{n}\right)\right), d\left(g(y), g\left(g\left(y_{n}\right)\right)\right), d(g(x) F(x, y)),\right. \\
d\left(g\left(g\left(x_{n}\right)\right), F\left(g\left(x_{n}\right), g\left(y_{n}\right)\right)\right), \\
\frac{1}{2}\left[d\left(g(x), F\left(g\left(x_{n}\right), g\left(y_{n}\right)\right)\right)+d\left(g\left(x_{n}\right), F(x, y)\right)\right]
\end{array}\right) \\
& -\Psi_{2}\left(\begin{array}{l}
d\left(g(x), g\left(g\left(x_{n}\right)\right), d\left(g(y), g\left(g\left(y_{n}\right)\right)\right), d(g(x) F(x, y)),\right. \\
d\left(g\left(g\left(x_{n}\right)\right), F\left(g\left(x_{n}\right), g\left(y_{n}\right)\right)\right), \\
\frac{1}{2}\left[d\left(g(x), F\left(g\left(x_{n}\right), g\left(y_{n}\right)\right)\right)+d\left(g\left(x_{n}\right), F(x, y)\right)\right]
\end{array}\right) \\
+ & \Phi_{1}\left(d\left(g\left(g\left(x_{n+1}\right)\right), g(x)\right)\right),
\end{aligned}
$$

taking the limit in above inequality and using the continuity of $\Psi_{1}$ and $\Psi_{2}$, we get

$$
\begin{aligned}
& \Phi_{1}(d(F(x, y), g(x))) \\
\leq & \Psi_{1}(0,0, d(g(x), F(x, y)), d(g(x), F(x, y)), d(g(x), F(x, y))) \\
& -\Psi_{2}(0,0, d(g(x), F(x, y)), d(g(x), F(x, y)), d(g(x), F(x, y)))+\Phi_{1}(0),
\end{aligned}
$$

since $d(F(x, y), g(x)) \geq 0$ and using $\Phi_{1}(x)=\Psi_{1}(x, x, x, x, x)$, we get

$$
\begin{aligned}
& \Phi_{1}(d(F(x, y), g(x))) \\
\leq & \Psi_{1}(0,0, d(g(x), F(x, y)), d(g(x), F(x, y)), d(g(x), F(x, y))) \\
& -\Psi_{2}(0,0, d(g(x), F(x, y)), d(g(x), F(x, y)), d(g(x), F(x, y))) \\
\leq & \Phi_{1}(d(F(x, y), g(x)))-\Psi_{2}\binom{0,0, d(g(x), F(x, y)), d(g(x), F(x, y)),}{d(g(x), F(x, y))},
\end{aligned}
$$

this holds if
$\Psi_{2}(0,0, d(g(x), F(x, y)), d(g(x), F(x, y)), d(g(x), F(x, y)))=0$, therefore $d(g(x), F(x, y))=0$, i.e., $F(x, y)=g(x)$. Similarly, by the same manner, we may show that $F(y, x)=g(y)$.

Thus, $(x, y)$ is a coupled coincidence point of $F$ and $g$.
The following lemma is useful to shorten the proof of the following theorem.

Lemma 3.2. Let $(X, d)$ be a metric space and let $\left\{g\left(\omega, \eta_{n}(\omega)\right)\right\}$ be a sequence such that

$$
\lim _{n \rightarrow \infty} d\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \eta_{n-1}(\omega)\right)\right)=0 .
$$

Suppose that $\left\{g\left(\omega, \eta_{n}(\omega)\right)\right\}$ is not a Cauchy sequence. Then there exist an $\varepsilon>0$ and two sequences of positive integers $\{n(k)\},\{m(k)\}, m(k)>n(k)$ $\geq k$ such that the following four sequences tend to $\varepsilon$ :
$d\left(g\left(\omega, \eta_{m_{k}}(\omega)\right), g\left(\omega, \eta_{n_{k}}(\omega)\right)\right), d\left(g\left(\omega, \eta_{m_{k}}(\omega)\right), g\left(\omega, \eta_{n_{k}+1}(\omega)\right)\right)$,
$d\left(g\left(\omega, \eta_{m_{k}-1}(\omega)\right), g\left(\omega, \eta_{n_{k}}(\omega)\right)\right), d\left(g\left(\omega, \eta_{m_{k}-1}(\omega)\right), g\left(\omega, \eta_{n_{k}+1}(\omega)\right)\right)$.
Proof. We can obtain the proof immediately by the same manner of Lemma 3.1.

The following theorem gives random version of Theorem 3.1 for a pair of random mappings $F: \Omega \times(X \times X) \rightarrow X$ and $g: \Omega \times X \rightarrow X$ under the set of conditions.

Theorem 3.2. Let $(X, \leq)$ be a partially ordered set and suppose that there exists a metric $d$ on $X$ such that $(X, d)$ is a complete metric space. Suppose $F: \Omega \times(X \times X) \rightarrow X$ and $g: \Omega \times X \rightarrow X$ are mappings such that
(i) $F(\omega,),. g(\omega,$.$) are continuous for all \omega \in \Omega$,
(ii) $F(., v), g(., x)$ are measurable for all $v \in X \times X$ and $x \in X$,
(iii) $F: \Omega \times(X \times X) \rightarrow X$ and $g: \Omega \times X \rightarrow X$ are such that $F$ has the mixed $g$-monotone property and

$$
\begin{align*}
& \Phi_{1}(d(F(\omega,(x, y)), F(\omega,(u, v)))) \\
& \leq \Psi_{1}\left(\begin{array}{l}
d(g(\omega, x), g(\omega, u)), d(g(\omega, y), g(\omega, v)), d(g(\omega, x), g(\omega,(x, y))), \\
d(g(\omega, u), F(\omega,(u, v))), \\
\frac{1}{2}[d(g(\omega, x), F(\omega,(u, v)))+d(g(\omega, u), F(\omega,(x, y)))]
\end{array}\right) \\
& -\Psi_{2}\left(\begin{array}{l}
d(g(\omega, x), g(\omega, u)), d(g(\omega, y), g(\omega, v)), \\
d(g(\omega, x), F(\omega,(x, y))), d(g(\omega, u), F(\omega,(u, v))), \\
\frac{1}{2}[d(g(\omega, x), F(\omega,(u, v)))+d(g(\omega, u), F(\omega,(x, y)))]
\end{array}\right),  \tag{25}\\
& \text { for } x, y, u, v \in X, \text { for which } g(\omega, x) \geq g(\omega, u) \text { and } g(\omega, y) \leq g(\omega, v), \\
& \text { where } \Psi_{1}, \Psi_{2} \text { are generalized altering distance functions and } \Phi_{1}(x)=
\end{align*}
$$

$\Psi_{1}(x, x, x, x, x)$. Suppose $F(X \times X) \subseteq g(X), g(\omega, X) \rightarrow X$ is continuous and commutes with $F$; and suppose either
(a) $F$ is continuous or
(b) $X$ has the following properties:
(I) if a nondecreasing sequence $\left\{x_{n}\right\} \rightarrow x$, then $x_{n} \leq x$ for all $n$,
(II) if a nonincreasing sequence $\left\{y_{n}\right\} \rightarrow y$, then $y \leq y_{n}$ for all $n$.

If there exist measurable mappings $\eta_{0}, \xi_{0}: \Omega \rightarrow X$ such that

$$
\begin{aligned}
& g\left(\omega, \xi_{0}(\omega)\right) \leq F\left(\omega,\left(\xi_{0}(\omega), \eta_{0}(\omega)\right)\right) \text { and } \\
& g\left(\omega, \eta_{0}(\omega)\right) \geq F\left(\omega,\left(\eta_{0}(\omega), \xi_{0}(\omega)\right)\right) \text { for all } \omega \in \Omega,
\end{aligned}
$$

then there are measurable mappings $\varphi, \theta: \Omega \rightarrow X$ such that

$$
\begin{aligned}
& d(\omega, \varphi(\omega))=F(\omega,(\varphi(\omega), \theta(\omega))) \text { and } \\
& g(\omega, \theta(\omega))=F(\omega,(\theta(\omega), \varphi(\omega))) \text { for all } \omega \in \Omega,
\end{aligned}
$$

that is, $F$ and $g$ have a random coupled coincidence.
Proof. Let $\Theta=\{\xi: \Omega \rightarrow X\}$ be a family of measurable mappings. Define a function $h: \Omega \times X \rightarrow R^{+}$as follows:

$$
h(\omega, x)=d(x, g(\omega, x)) .
$$

Since $x \rightarrow g(\omega, x)$ is continuous for all $\omega \in \Omega$, we conclude that $h(\omega,$. is continuous for all $\omega \in \Omega$. Again, since $\omega \rightarrow g(\omega, x)$ is measurable for all $x \in X$, we conclude that $h(., x)$ is measurable for all $\omega \in \Omega$ (see Wagner [45, p. 868]). Thus, $h(\omega, x)$ is a Carathéodory function. Therefore, if $\xi: \Omega \rightarrow X$ is a measurable mapping, then $\omega \rightarrow h(\omega, \xi(\omega))$ is also measurable (see [44]). Also, for each $\xi \in \Theta$, the function $\eta: \Omega \rightarrow X$ defined by $\eta(\omega)=g(\omega, \xi(\omega))$ is measurable, that is, $\eta \in \Theta$. Now we are going to construct two sequences of measurable mappings $\left\{\eta_{n}\right\}$ and $\left\{\xi_{n}\right\}$ in
$\Theta$ and two sequences $\left\{g\left(\omega, \xi_{n}(\omega)\right)\right\}$ and $\left\{g\left(\omega, \eta_{n}(\omega)\right)\right\}$ in $X$ as follows. Let $\xi_{0}, \eta_{0} \in \Theta$ be such that

$$
\begin{aligned}
& g\left(\omega, \xi_{0}(\omega)\right) \leq F\left(\omega,\left(\xi_{0}(\omega), \eta_{0}(\omega)\right)\right) \text { and } \\
& g\left(\omega, \eta_{0}(\omega)\right) \geq F\left(\omega,\left(\eta_{0}(\omega), \xi_{0}(\omega)\right)\right)
\end{aligned}
$$

for all $\omega \in \Omega$. Since $F\left(\omega,\left(\xi_{0}(\omega), \eta_{0}(\omega)\right)\right) \in X=g(\omega, X)$, by a short of Filippov measurable implicit function theorem (see [4, 19, 29]), there is $\xi_{1} \in \Theta$ such that $g\left(\omega, \xi_{1}(\omega)\right)=F\left(\omega,\left(\xi_{0}(\omega), \eta_{0}(\omega)\right)\right)$. Similarly, as $F\left(\omega,\left(\eta_{0}(\omega), \xi_{0}(\omega)\right)\right) \in g(\omega, X)$, there is $\eta_{1} \in \Theta$ such that $g\left(\omega, \eta_{1}(\omega)\right)=$ $F\left(\omega,\left(\eta_{0}(\omega), \xi_{0}(\omega)\right)\right)$. Thus, $F\left(\omega,\left(\xi_{0}(\omega), \eta_{0}(\omega)\right)\right), F\left(\omega,\left(\eta_{0}(\omega), \xi_{0}(\omega)\right)\right)$, are well defined now. Again, since

$$
F\left(\omega,\left(\xi_{1}(\omega), \eta_{1}(\omega)\right)\right), F\left(\omega,\left(\eta_{1}(\omega), \xi_{1}(\omega)\right)\right) \in g(\omega, X)
$$

there are $\xi_{2}, \eta_{2} \in \Theta$ such that

$$
\begin{aligned}
& g\left(\omega, \xi_{2}(\omega)\right)=F\left(\omega,\left(\xi_{1}(\omega), \eta_{1}(\omega)\right)\right) \text { and } \\
& g\left(\omega, \eta_{2}(\omega)\right)=F\left(\omega,\left(\eta_{1}(\omega), \xi_{1}(\omega)\right)\right) .
\end{aligned}
$$

Continuing this process, we can construct sequences $\left\{\xi_{n}(\omega)\right\}$ and $\left\{\eta_{n}(\omega)\right\}$ in $X$ such that

$$
\begin{align*}
& g\left(\omega, \xi_{n+1}(\omega)\right)=F\left(\omega,\left(\xi_{n}(\omega), \eta_{n}(\omega)\right)\right) \text { and } \\
& g\left(\omega, \eta_{n+1}(\omega)\right)=F\left(\omega,\left(\eta_{n}(\omega), \xi_{n}(\omega)\right)\right) . \tag{26}
\end{align*}
$$

By mathematical induction, we can prove that (see [25, p. 1251])

$$
\begin{equation*}
g\left(\omega, \xi_{n}(\omega)\right) \leq g\left(\omega, \xi_{n+1}(\omega)\right) \text { and } g\left(\omega, \eta_{n}(\omega)\right) \geq g\left(\omega, \eta_{n+1}(\omega)\right) . \tag{27}
\end{equation*}
$$

From (25) and (27), we have

$$
\begin{aligned}
& \Phi_{1}\left(d\left(g\left(\omega, \xi_{n+1}(\omega)\right), g\left(\omega, \xi_{n}(\omega)\right)\right)\right) \\
= & \Phi_{1}\left(d\left(F\left(\omega,\left(\xi_{n}(\omega), \eta_{n}(\omega)\right)\right), F\left(\omega,\left(\xi_{n-1}(\omega), \eta_{n-1}(\omega)\right)\right)\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& \leq \Psi_{1}\left(\begin{array}{l}
d\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \xi_{n-1}(\omega)\right)\right), d\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \eta_{n-1}(\omega)\right)\right), \\
d\left(g\left(\omega, \xi_{n}(\omega)\right), F\left(\omega,\left(\xi_{n}(\omega), \eta_{n}(\omega)\right)\right)\right), \\
d\left(g\left(\omega, \xi_{n-1}(\omega)\right), F\left(\omega,\left(\xi_{n-1}(\omega), \eta_{n-1}(\omega)\right)\right)\right), \\
\frac{1}{2}\left[d\left(g\left(\omega, \xi_{n}(\omega)\right), F\left(\omega,\left(\xi_{n-1}(\omega), \eta_{n-1}(\omega)\right)\right)\right)\right. \\
\left.+d\left(g\left(\omega, \xi_{n-1}(\omega)\right), F\left(\omega,\left(\xi_{n}(\omega), \eta_{n}(\omega)\right)\right)\right)\right]
\end{array}\right) \\
& -\Psi_{2}\left(\begin{array}{l}
d\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \xi_{n-1}(\omega)\right)\right), d\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \eta_{n-1}(\omega)\right)\right), \\
d\left(g\left(\omega, \xi_{n}(\omega)\right), F\left(\omega,\left(\xi_{n}(\omega), \eta_{n}(\omega)\right)\right)\right), \\
d\left(g\left(\omega, \xi_{n-1}(\omega)\right), F\left(\omega,\left(\xi_{n-1}(\omega), \eta_{n-1}(\omega)\right)\right)\right), \\
\frac{1}{2}\left[d\left(g\left(\omega, \xi_{n}(\omega)\right), F\left(\omega,\left(\xi_{n-1}(\omega), \eta_{n-1}(\omega)\right)\right)\right)\right. \\
\left.+d\left(g\left(\omega, \xi_{n-1}(\omega)\right), F\left(\omega,\left(\xi_{n}(\omega), \eta_{n}(\omega)\right)\right)\right)\right]
\end{array}\right) \\
& =\Psi_{1}\left(\begin{array}{l}
d\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \xi_{n-1}(\omega)\right)\right), d\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \eta_{n-1}(\omega)\right)\right), \\
d\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \xi_{n+1}(\omega)\right)\right), d\left(g\left(\omega, \xi_{n-1}(\omega)\right), g\left(\omega, \xi_{n}(\omega)\right)\right), \\
\frac{1}{2} d\left(g\left(\omega, \xi_{n-1}(\omega)\right), g\left(\omega, \xi_{n+1}(\omega)\right)\right)
\end{array}\right) \\
& -\Psi_{2}\left(\begin{array}{l}
d\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \xi_{n-1}(\omega)\right)\right), d\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \eta_{n-1}(\omega)\right)\right), \\
d\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \xi_{n+1}(\omega)\right)\right), d\left(g\left(\omega, \xi_{n-1}(\omega)\right), g\left(\omega, \xi_{n}(\omega)\right)\right), \\
\frac{1}{2} d\left(g\left(\omega, \xi_{n-1}(\omega)\right), g\left(\omega, \xi_{n+1}(\omega)\right)\right)
\end{array}\right) \\
& \leq \Psi_{1}\left(\begin{array}{l}
d\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \xi_{n-1}(\omega)\right)\right), d\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \eta_{n-1}(\omega)\right)\right), \\
d\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \xi_{n+1}(\omega)\right)\right), d\left(g\left(\omega, \xi_{n-1}(\omega)\right), g\left(\omega, \xi_{n}(\omega)\right)\right), \\
\frac{1}{2} d\left(g\left(\omega, \xi_{n-1}(\omega)\right), g\left(\omega, \xi_{n+1}(\omega)\right)\right)
\end{array}\right), \tag{28}
\end{align*}
$$

since $\Psi_{1}$ is monotone increasing with respect to the first variable, we have for all $n \geq 1$,

$$
\begin{equation*}
d\left(g\left(\omega, \xi_{n+1}(\omega)\right), g\left(\omega, \xi_{n}(\omega)\right)\right) \leq d\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \xi_{n-1}(\omega)\right)\right) \tag{29}
\end{equation*}
$$

Again from (25) and (27), we have

$$
\begin{aligned}
& \Phi_{1}\left(d\left(g\left(\omega, \eta_{n+1}(\omega)\right), g\left(\omega, \eta_{n}(\omega)\right)\right)\right) \\
& =\Phi_{1}\left(d\left(F\left(\omega,\left(\eta_{n}(\omega), \xi_{n}(\omega)\right)\right), F\left(\omega,\left(\eta_{n-1}(\omega), \xi_{n-1}(\omega)\right)\right)\right)\right) \\
& \leq \Psi_{1}\left(\begin{array}{l}
d\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \eta_{n-1}(\omega)\right)\right), d\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \xi_{n-1}(\omega)\right)\right), \\
d\left(g\left(\omega, \eta_{n}(\omega)\right), F\left(\omega,\left(\eta_{n}(\omega), \xi_{n}(\omega)\right)\right)\right), \\
d\left(g\left(\omega, \eta_{n-1}(\omega)\right), F\left(\omega,\left(\eta_{n-1}(\omega), \xi_{n-1}(\omega)\right)\right)\right), \\
\frac{1}{2}\left[d\left(g\left(\omega, \eta_{n}(\omega)\right), F\left(\omega,\left(\eta_{n-1}(\omega), \xi_{n-1}(\omega)\right)\right)\right)\right. \\
\left.\quad+d\left(g\left(\omega, \eta_{n-1}(\omega)\right), F\left(\omega,\left(\eta_{n}(\omega), \xi_{n}(\omega)\right)\right)\right)\right]
\end{array}\right) \\
& -\Psi_{2}\left(\begin{array}{l}
d\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \eta_{n-1}(\omega)\right)\right), d\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \xi_{n-1}(\omega)\right)\right), \\
d\left(g\left(\omega, \eta_{n}(\omega)\right), F\left(\omega,\left(\eta_{n}(\omega), \xi_{n}(\omega)\right)\right)\right), \\
d\left(g\left(\omega, \eta_{n-1}(\omega)\right), F\left(\omega,\left(\eta_{n-1}(\omega), \xi_{n-1}(\omega)\right)\right)\right), \\
\frac{1}{2}\left[d\left(g\left(\omega, \eta_{n}(\omega)\right), F\left(\omega,\left(\eta_{n-1}(\omega), \xi_{n-1}(\omega)\right)\right)\right)\right. \\
\\
\left.+d\left(g\left(\omega, \eta_{n-1}(\omega)\right), F\left(\omega,\left(\eta_{n}(\omega), \xi_{n}(\omega)\right)\right)\right)\right]
\end{array}\right) \\
& =\Psi_{1}\left(\begin{array}{l}
d\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \eta_{n-1}(\omega)\right)\right), d\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \xi_{n-1}(\omega)\right)\right), \\
d\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \eta_{n+1}(\omega)\right)\right), d\left(g\left(\omega, \eta_{n-1}(\omega)\right), g\left(\omega, \eta_{n}(\omega)\right)\right), \\
\frac{1}{2} d\left(g\left(\omega, \eta_{n-1}(\omega)\right), g\left(\omega, \eta_{n+1}(\omega)\right)\right)
\end{array}\right) \\
& -\Psi_{2}\left(\begin{array}{l}
d\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \eta_{n-1}(\omega)\right)\right), d\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \xi_{n-1}(\omega)\right)\right), \\
d\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \eta_{n+1}(\omega)\right)\right), d\left(g\left(\omega, \eta_{n-1}(\omega)\right), g\left(\omega, \eta_{n}(\omega)\right)\right), \\
\frac{1}{2} d\left(g\left(\omega, \eta_{n-1}(\omega)\right), g\left(\omega, \eta_{n+1}(\omega)\right)\right)
\end{array}\right) \\
& \leq \Psi_{1}\left(\begin{array}{l}
d\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \eta_{n-1}(\omega)\right)\right), d\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \xi_{n-1}(\omega)\right)\right), \\
d\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \eta_{n+1}(\omega)\right)\right), d\left(g\left(\omega, \eta_{n-1}(\omega)\right), g\left(\omega, \eta_{n}(\omega)\right)\right), \\
\frac{1}{2} d\left(g\left(\omega, \eta_{n-1}(\omega)\right), g\left(\omega, \eta_{n+1}(\omega)\right)\right)
\end{array}\right),(30)
\end{aligned}
$$

also since $\Psi_{1}$ is monotone increasing with respect to the first variable, we have for all $n \geq 1$,

$$
\begin{equation*}
d\left(g\left(\omega, \eta_{n+1}(\omega)\right), g\left(\omega, \eta_{n}(\omega)\right)\right) \leq d\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \eta_{n-1}(\omega)\right)\right) \tag{31}
\end{equation*}
$$

In view of (29) and (31), the sequences $\left\{d\left(g\left(\omega, \xi_{n+1}(\omega)\right), g\left(\omega, \xi_{n}(\omega)\right)\right)\right\}$ and $\left\{d\left(g\left(\omega, \eta_{n+1}(\omega)\right), g\left(\omega, \eta_{n}(\omega)\right)\right)\right\}$ are nonincreasing, so there exist $\alpha \geq 0$ and $\gamma \geq 0$ such that

$$
\lim _{n \rightarrow \infty} d\left(g\left(\omega, \xi_{n+1}(\omega)\right), g\left(\omega, \xi_{n}(\omega)\right)\right)=\alpha
$$

and

$$
\lim _{n \rightarrow \infty} d\left(g\left(\omega, \eta_{n+1}(\omega)\right), g\left(\omega, \eta_{n}(\omega)\right)\right)=\gamma
$$

Again, since $\Psi_{1}$ is monotone increasing with respect to the fifth variable, from (28), we have by triangular inequality

$$
\begin{aligned}
& d\left(g\left(\omega, \xi_{n+1}(\omega)\right), g\left(\omega, \xi_{n}(\omega)\right)\right) \\
\leq & \frac{1}{2} d\left(g\left(\omega, \xi_{n-1}(\omega)\right), g\left(\omega, \xi_{n+1}(\omega)\right)\right) \\
\leq & \frac{1}{2} d\left(g\left(\omega, \xi_{n-1}(\omega)\right), g\left(\omega, \xi_{n}(\omega)\right)\right)+\frac{1}{2} d\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \xi_{n+1}(\omega)\right)\right)
\end{aligned}
$$

so in the limit, we have

$$
\lim _{n \rightarrow \infty} d\left(g\left(\omega, \xi_{n-1}(\omega)\right), g\left(\omega, \xi_{n+1}(\omega)\right)\right)=2 \alpha
$$

similarly, from (30),

$$
\lim _{n \rightarrow \infty} d\left(g\left(\omega, \eta_{n-1}(\omega)\right), g\left(\omega, \eta_{n+1}(\omega)\right)\right)=2 \gamma
$$

Passing on the limit $n \rightarrow \infty$ in (28) and (30), respectively and using the continuity of $\Psi_{1}$ and $\Psi_{2}$, we get the same equations (12) and (13). Assume that $\alpha \neq \gamma$. Without loss of generality, suppose that $\gamma<\alpha$ and using
$\Phi_{1}(x)=\Psi_{1}(x, x, x, x, x)$, so we get equation (14) which holds unless $\Psi_{2}(\alpha, \gamma, \alpha, \alpha, \alpha)=0$, that is, $\alpha=\gamma$, a contradiction.

We deduce that

$$
\begin{align*}
& \lim _{n \rightarrow \infty} d\left(g\left(\omega, \xi_{n+1}(\omega)\right), g\left(\omega, \xi_{n}(\omega)\right)\right)=0 \text { and } \\
& \lim _{n \rightarrow \infty} d\left(g\left(\omega, \eta_{n+1}(\omega)\right), g\left(\omega, \eta_{n}(\omega)\right)\right)=0 . \tag{32}
\end{align*}
$$

Now, we prove that $\left\{g\left(\omega, \xi_{n}(\omega)\right)\right\}$ and $\left\{g\left(\omega, \eta_{n+1}(\omega)\right)\right\}$ are Cauchy sequences. Suppose, to the contrary, that at least one of $\left\{g\left(\omega, \xi_{n}(\omega)\right)\right\}$ or $\left\{g\left(\omega, \eta_{n+1}(\omega)\right)\right\}$ is not a Cauchy sequence. Then, by virtue of Lemma 3.2, the sequences
$d\left(g\left(\omega, \xi_{m_{k}}(\omega)\right), g\left(\omega, \xi_{n_{k}}(\omega)\right)\right), d\left(g\left(\omega, \xi_{m_{k}}(\omega)\right), g\left(\omega, \xi_{n_{k}+1}(\omega)\right)\right)$,
$d\left(g\left(\omega, \xi_{m_{k}-1}(\omega)\right), g\left(\omega, \xi_{n_{k}}(\omega)\right)\right), d\left(g\left(\omega, \xi_{m_{k}-1}(\omega)\right), g\left(\omega, \xi_{n_{k}+1}(\omega)\right)\right)$
and
$d\left(g\left(\omega, \eta_{m_{k}}(\omega)\right), g\left(\omega, \eta_{n_{k}}(\omega)\right)\right), d\left(g\left(\omega, \eta_{m_{k}}(\omega)\right), g\left(\omega, \eta_{n_{k}+1}(\omega)\right)\right)$,
$d\left(g\left(\omega, \eta_{m_{k}-1}(\omega)\right), g\left(\omega, \eta_{n_{k}}(\omega)\right)\right), d\left(g\left(\omega, \eta_{m_{k}-1}(\omega)\right), g\left(\omega, \eta_{n_{k}+1}(\omega)\right)\right)$
tend to $\varepsilon$ when $k \rightarrow \infty$, it follows that

$$
\begin{align*}
& \lim _{k \rightarrow \infty} d\left(g\left(\omega, \xi_{m_{k}-1}(\omega)\right), g\left(\omega, \xi_{n_{k}}(\omega)\right)\right) \leq \varepsilon \text { and } \\
& \lim _{k \rightarrow \infty} d\left(g\left(\omega, \eta_{n_{k}-1}(\omega)\right), g\left(\omega, \eta_{m_{k}+1}(\omega)\right)\right) \leq \varepsilon . \tag{35}
\end{align*}
$$

Since $m(k) \geq n(k)-1$, so from (27), we have by (25),

$$
\begin{aligned}
& \Phi_{1}\left(d\left(g\left(\omega, \xi_{m(k)+1}(\omega)\right), g\left(\omega, \xi_{n(k)}(\omega)\right)\right)\right) \\
= & \Phi_{1}\left(d\left(F\left(\omega,\left(\xi_{m(k)}(\omega), \eta_{m(k)}(\omega)\right)\right), F\left(\omega,\left(\xi_{m(k)-1}(\omega), \eta_{m(k)-1}(\omega)\right)\right)\right)\right)
\end{aligned}
$$

$$
\begin{align*}
& \leq \Psi_{1}\left(\begin{array}{l}
d\left(g\left(\omega, \xi_{m(k)}(\omega)\right), g\left(\omega, \xi_{n(k)-1}(\omega)\right)\right), \\
d\left(g\left(\omega, \xi_{m(k)}(\omega)\right), g\left(\omega, \eta_{n(k)}(\omega)\right)\right), \\
d\left(g\left(\omega, \xi_{m(k)}(\omega)\right), F\left(\omega,\left(\xi_{m(k)}(\omega), \eta_{m(k)}(\omega)\right)\right)\right), \\
d\left(g\left(\omega, \xi_{n(k)-1}(\omega)\right), F\left(\omega,\left(\xi_{n(k)-1}(\omega), \eta_{n(k)-1}(\omega)\right)\right)\right), \\
\frac{1}{2}\left[d\left(g\left(\omega, \xi_{m(k)}(\omega)\right), F\left(\omega,\left(\xi_{n(k)-1}(\omega), \eta_{n(k)-1}(\omega)\right)\right)\right)\right. \\
\left.\quad+d\left(g\left(\omega, \xi_{n(k)-1}(\omega)\right), F\left(\omega,\left(\xi_{m(k)}(\omega), \eta_{m(k)}(\omega)\right)\right)\right)\right]
\end{array}\right) \\
& -\Psi_{2}\left(\begin{array}{l}
d\left(g\left(\omega, \xi_{m(k)}(\omega)\right), g\left(\omega, \xi_{n(k)-1}(\omega)\right)\right), \\
d\left(g\left(\omega, \eta_{m(k)}(\omega)\right), g\left(\omega, \eta_{n(k)}(\omega)\right)\right), \\
d\left(g\left(\omega, \xi_{m(k)}(\omega)\right), F\left(\omega,\left(\xi_{m(k)}(\omega), \eta_{m(k)}(\omega)\right)\right)\right), \\
d\left(g\left(\omega, \xi_{n(k)-1}(\omega)\right), F\left(\omega,\left(\xi_{n(k)-1}(\omega), \eta_{n(k)-1}(\omega)\right)\right)\right), \\
\frac{1}{2}\left[d\left(g\left(\omega, \xi_{m(k)}(\omega)\right), F\left(\omega,\left(\xi_{n(k)-1}(\omega), \eta_{n(k)-1}(\omega)\right)\right)\right)\right. \\
\left.\quad+d\left(g\left(\omega, \xi_{n(k)-1}(\omega)\right), F\left(\omega,\left(\xi_{m(k)}(\omega), \eta_{m(k)}(\omega)\right)\right)\right)\right]
\end{array}\right) . \tag{36}
\end{align*}
$$

In addition, we have

$$
\begin{aligned}
& \Phi_{1}\left(d\left(g\left(\omega, \eta_{n(k)}(\omega)\right), g\left(\omega, \eta_{m(k)+1}(\omega)\right)\right)\right) \\
= & \Phi_{1}\left(d\left(F\left(\omega,\left(\eta_{m(k)-1}(\omega), \xi_{m(k)-1}(\omega)\right)\right), F\left(\omega,\left(\eta_{m(k)}(\omega), \xi_{m(k)}(\omega)\right)\right)\right)\right) \\
\leq & \left(\begin{array}{l}
d\left(g\left(\omega, \eta_{n(k)-1}(\omega)\right), g\left(\omega, \eta_{m(k)}(\omega)\right)\right), \\
d\left(g\left(\omega, \xi_{n(k)-1}(\omega)\right), g\left(\omega, \xi_{m(k)}(\omega)\right)\right), \\
d\left(g\left(\omega, \eta_{m(k)}(\omega)\right), F\left(\omega,\left(\eta_{m(k)}(\omega), \xi_{m(k)}(\omega)\right)\right)\right), \\
d\left(g\left(\omega, \eta_{n(k)-1}(\omega)\right), F\left(\omega,\left(\eta_{n(k)-1}(\omega), \xi_{n(k)-1}(\omega)\right)\right)\right), \\
\frac{1}{2}\left[d\left(g\left(\omega, \eta_{m(k)}(\omega)\right), F\left(\omega,\left(\eta_{n(k)-1}(\omega), \xi_{n(k)-1}(\omega)\right)\right)\right)\right. \\
\left.\quad+d\left(g\left(\omega, \eta_{n(k)-1}(\omega)\right), F\left(\omega,\left(\eta_{m(k)}(\omega), \xi_{m(k)}(\omega)\right)\right)\right)\right]
\end{array}\right)
\end{aligned}
$$

$$
-\Psi_{2}\left(\begin{array}{l}
d\left(g\left(\omega, \eta_{n(k)-1}(\omega)\right), g\left(\omega, \eta_{m(k)}(\omega)\right)\right),  \tag{37}\\
d\left(g\left(\omega, \xi_{n(k)-1}(\omega)\right), g\left(\omega, \xi_{m(k)}(\omega)\right)\right), \\
d\left(g\left(\omega, \eta_{m(k)}(\omega)\right), F\left(\omega,\left(\eta_{m(k)}(\omega), \xi_{m(k)}(\omega)\right)\right)\right), \\
d\left(g\left(\omega, \eta_{n(k)-1}(\omega)\right), F\left(\omega,\left(\eta_{n(k)-1}(\omega), \xi_{n(k)-1}(\omega)\right)\right)\right), \\
\frac{1}{2}\left[d\left(g\left(\omega, \eta_{m(k)}(\omega)\right), F\left(\omega,\left(\eta_{n(k)-1}(\omega), \xi_{n(k)-1}(\omega)\right)\right)\right)\right. \\
\left.\quad+d\left(g\left(\omega, \eta_{n(k)-1}(\omega)\right), F\left(\omega,\left(\eta_{m(k)}(\omega), \xi_{m(k)}(\omega)\right)\right)\right)\right]
\end{array}\right) .
$$

Taking the limit as $k \rightarrow \infty$ using (26), (33), (34), (35) and the continuity of $\Psi_{1}$ and $\Psi_{2}$ in (36) and (37), we get the same equation (21), this holds if $\Psi_{2}(\varepsilon, \varepsilon, 0,0, \varepsilon)=0$, this implies that $\varepsilon=0$, a contradiction since $\varepsilon>0$. We deduce that $\left\{g\left(\omega, \xi_{n}(\omega)\right)\right\}$ is a Cauchy sequence. Similarly, taking the limit as $k \rightarrow \infty$ in (37), we also get $\left\{g\left(\omega, \eta_{n+1}(\omega)\right)\right\}$ is a Cauchy sequence. Since $(X, d)$ is a complete metric space and $g(\omega \times X)=X$, so there exist $\zeta_{0}, \theta_{0} \in \Theta$ such that

$$
\lim _{n \rightarrow \infty} g\left(\omega, \xi_{n}(\omega)\right)=g\left(\omega, \zeta_{0}(\omega)\right) \text { and } \lim _{n \rightarrow \infty} g\left(\omega, \eta_{n}(\omega)\right)=g\left(\omega, \theta_{0}(\omega)\right)
$$

since $g\left(\omega, \zeta_{0}(\omega)\right)$ and $g\left(\omega, \theta_{0}(\omega)\right)$ are measurable, the functions $\zeta(\omega)$ and $\theta(\omega)$ defined by $\zeta(\omega)=g\left(\omega, \zeta_{0}(\omega)\right)$ and $\theta(\omega)=g\left(\omega, \theta_{0}(\omega)\right)$, are measurable. Thus,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} g\left(\omega, \xi_{n}(\omega)\right)=\zeta(\omega) \text { and } \lim _{n \rightarrow \infty} g\left(\omega, \eta_{n}(\omega)\right)=\theta(\omega) \tag{38}
\end{equation*}
$$

From (38) and continuity of $g$,

$$
\begin{align*}
& \lim _{n \rightarrow \infty} g\left(\omega, g\left(\omega, \xi_{n}(\omega)\right)\right)=g(\omega, \zeta(\omega)) \text { and } \\
& \lim _{n \rightarrow \infty} g\left(\omega, g\left(\omega, \eta_{n}(\omega)\right)\right)=g(\omega, \theta(\omega)) . \tag{39}
\end{align*}
$$

From (26) and commutativity of $F$ and $g$,

$$
\begin{align*}
g\left(\omega, g\left(\omega, \xi_{n+1}(\omega)\right)\right) & =g\left(\omega, F\left(\omega,\left(\xi_{n}(\omega), \eta_{n}(\omega)\right)\right)\right) \\
& =F\left(\omega,\left(g,\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \eta_{n}(\omega)\right)\right)\right) \tag{40}
\end{align*}
$$

and

$$
\begin{align*}
g\left(\omega, g\left(\omega, \eta_{n+1}(\omega)\right)\right) & =g\left(\omega, F\left(\omega,\left(\eta_{n}(\omega), \xi_{n}(\omega)\right)\right)\right) \\
& =F\left(\omega,\left(g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \xi_{n}(\omega)\right)\right)\right) \tag{41}
\end{align*}
$$

We now show that if assumption (a) or (b) holds, then $g(\omega, \zeta(\omega))=$ $F(\omega,(\zeta(\omega), \theta(\omega)))$ and $g(\omega, \theta(\omega))=F(\omega,(\theta(\omega), \zeta(\omega)))$.

Suppose at first that the assumption (a) holds. Then from (38), (40), (41) and continuity of $F$, we have

$$
\begin{aligned}
& g(\omega, \zeta(\omega)) \\
= & \lim _{n \rightarrow \infty} g\left(\omega, g\left(\omega, \xi_{n+1}(\omega)\right)\right)=\lim _{n \rightarrow \infty} F\left(\omega,\left(g\left(\omega, \xi_{n}(\omega)\right), g\left(\omega, \eta_{n}(\omega)\right)\right)\right) \\
= & F\left(\omega,\left(\lim _{n \rightarrow \infty} g\left(\omega, \xi_{n}(\omega)\right), \lim _{n \rightarrow \infty} g\left(\omega, \eta_{n}(\omega)\right)\right)\right)=F(\zeta(\omega), \theta(\omega)), \\
& g(\omega, \theta(\omega)) \\
= & \lim _{n \rightarrow \infty} g\left(\omega, g\left(\omega, \eta_{n+1}(\omega)\right)\right)=\lim _{n \rightarrow \infty} F\left(\omega, g\left(\omega, \eta_{n}(\omega)\right), g\left(\omega, \xi_{n}(\omega)\right)\right) \\
= & F\left(\omega,\left(\lim _{n \rightarrow \infty} g\left(\omega, \eta_{n}(\omega)\right), \lim _{n \rightarrow \infty} g\left(\omega, \xi_{n}(\omega)\right)\right)\right)=F(\theta(\omega), \zeta(\omega)) .
\end{aligned}
$$

From above equalities, we deduce that $(\zeta(\omega), \theta(\omega)) \in X \times X$ is a random coupled coincidence of $F$ and $g$.

Suppose (b) holds. From (27), $g\left(\omega, \xi_{n}(\omega)\right)$ is nondecreasing and $g\left(\omega, \xi_{n}(\omega)\right) \rightarrow g(\omega, \zeta(\omega)) \quad$ and $\quad g\left(\omega, \eta_{n}(\omega)\right) \quad$ is nonincreasing and $g\left(\omega, \eta_{n}(\omega)\right) \rightarrow g(\omega, \theta(\omega))$, from (I) and (II), we have $g\left(\omega, \xi_{n}(\omega)\right) \leq$ $g(\omega, \zeta(\omega))$ and $g\left(\omega, \eta_{n}(\omega)\right) \geq g(\omega, \theta(\omega))$ for all $n$. Hence, by using similar proof as in Theorem 3.1, we have

$$
F(\omega,(\zeta(\omega), \theta(\omega)))=g(\omega, \zeta(\omega))
$$

Similarly, by the same manner, one can show that

$$
F(\omega,(\theta(\omega), \zeta(\omega)))=g(\omega, \theta(\omega))
$$

Thus, $(\zeta(\omega), \theta(\omega)) \in X \times X$ is a random coupled coincidence of $F$ and $g$.

From Theorem 3.2, we have the following coupled random fixed point which is a random analogue Theorem 11 of [30].

Theorem 3.3. Let $(X, \leq)$ be a partially ordered set and suppose that there exists a metric $d$ on $X$ such that $(X, d)$ is a complete metric space. Suppose $F: \Omega \times(X \times X) \rightarrow X$ has the mixed monotone property and such that
(i) $F(\omega,$.$) is continuous for all \omega \in \Omega$,
(ii) $F(., v)$ is measurable for all $v \in X \times X$,
(iii)

$$
\begin{align*}
& \Phi_{1}(d(F(\omega,(x, y)), F(\omega,(u, v)))) \\
\leq & \Psi_{1}\binom{d(x, u), d(y, v), d(x, F(\omega,(x, y))), d(u, F(\omega,(u, v)))}{\frac{1}{2}[d(x, F(\omega,(u, v)))+d(u, F(\omega,(x, y)))]} \\
& -\Psi_{2}\binom{d(x, u), d(y, v), d(x, F(\omega,(x, y))), d(u, F(\omega,(u, v))),}{\frac{1}{2}[d(x, F(\omega,(u, v)))+d(u, F(\omega,(x, y)))]}, \tag{42}
\end{align*}
$$

for $x, y, u, v \in X$, for which $x \geq u$ and $y \leq v$, where $\Psi_{1}, \Psi_{2}$ are generalized altering distance functions and $\Phi_{1}(x)=\Psi_{1}(x, x, x, x, x)$. Also, suppose
(a) $F$ is continuous or
(b) $X$ has the following properties:
(i) if a nondecreasing sequence $\left\{x_{n}\right\} \rightarrow x$, then $x_{n} \leq x$ for all $n$,
(ii) if a nonincreasing sequence $\left\{y_{n}\right\} \rightarrow y$, then $y \leq y_{n}$ for all $n$.

If there exist measurable mappings $\eta_{0}, \xi_{0}: \Omega \rightarrow X$ such that

$$
\begin{aligned}
& \xi_{0}(\omega) \leq F\left(\omega,\left(\xi_{0}(\omega), \eta_{0}(\omega)\right)\right) \text { and } \\
& \eta_{0}(\omega) \geq F\left(\omega,\left(\eta_{0}(\omega), \xi_{0}(\omega)\right)\right) \text { for all } \omega \in \Omega
\end{aligned}
$$

then there are measurable mappings $\zeta, \theta: \Omega \rightarrow X$ such that

$$
F(\omega,(\zeta(\omega), \theta(\omega)))=\zeta(\omega) \text { and } \theta(\omega)=F(\omega,(\theta(\omega), \zeta(\omega))) \text { for all } \omega \in \Omega
$$

that is, $F$ has a random coupled fixed point.
Proof. Taking $g: \Omega \times X \rightarrow X$ by $g(\omega, x)=x$ for all $\omega \in \Omega$ in Theorem 3.2, we obtain Theorem 3.3.

Now, a number of random coupled fixed point results may be obtained by assuming different forms for the functions $\Psi_{1}$ and $\Psi_{2}$. Here, we drive the following corollaries from Theorem 3.2 and Theorem 3.3.

Corollary 3.1. Let $(X, \leq)$ be a partially ordered set and suppose that there exists a metric $d$ on $X$ such that $(X, d)$ is a complete metric space. Suppose $F: \Omega \times(X \times X) \rightarrow X$ and $g: \Omega \times X \rightarrow X$ are mappings such that
(i) $F(\omega,),. g(\omega,$.$) are continuous for all \omega \in \Omega$,
(ii) $F(., v), g(., x)$ are measurable for all $v \in X \times X$ and $x \in X$,
(iii) $F: \Omega \times(X \times X) \rightarrow X$ and $g: \Omega \times X \rightarrow X$ are such that $F$ has the mixed $g$-monotone property and

$$
\begin{align*}
& d(F(\omega,(x, y)), F(\omega,(u, v))) \\
& \leq \frac{k}{5}\left(\begin{array}{l}
d(g(\omega, x), g(\omega, u))+d(g(\omega, y), g(\omega, u)) \\
+d(g(\omega, x), F(\omega,(x, y)))+d(g(\omega, u), F(\omega,(u, v))) \\
+\frac{1}{2}[d(g(\omega, x), F(\omega,(u, v)))+d(g(\omega, u), F(\omega,(x, y)))]
\end{array}\right), \tag{43}
\end{align*}
$$

for $x, y, u, v \in X, k \in[0,1)$, for which $g(\omega, x) \geq g(\omega, u)$ and $g(\omega, y) \leq$ $g(\omega, v)$. Suppose $F(X \times X) \subseteq g(X), g(\omega, X) \rightarrow X$ is continuous and commutes with $F$ and suppose either
(a) $F$ is continuous or
(b) $X$ has the following properties:
(I) if a nondecreasing sequence $\left\{x_{n}\right\} \rightarrow x$, then $x_{n} \leq x$ for all $n$,
(II) if a nonincreasing sequence $\left\{y_{n}\right\} \rightarrow y$, then $y \leq y_{n}$ for all $n$.

If there exist measurable mappings $\eta_{0}, \xi_{0}: \Omega \rightarrow X$ such that

$$
\begin{aligned}
& g\left(\omega, \xi_{0}(\omega)\right) \leq F\left(\omega,\left(\xi_{0}(\omega), \eta_{0}(\omega)\right)\right) \text { and } \\
& g\left(\omega, \eta_{0}(\omega)\right) \geq F\left(\omega,\left(\eta_{0}(\omega), \xi_{0}(\omega)\right)\right) \text { for all } \omega \in \Omega,
\end{aligned}
$$

then there are measurable mappings $\varphi, \theta: \Omega \rightarrow X$ such that

$$
\begin{aligned}
& g(\omega, \varphi(\omega))=F(\omega,(\varphi(\omega), \theta(\omega))) \text { and } \\
& g(\omega, \theta(\omega))=F(\omega,(\theta(\omega), \varphi(\omega))) \text { for all } \omega \in \Omega,
\end{aligned}
$$

that is, $F$ and $g$ have a random coupled coincidence.
Proof.Letting

$$
\begin{aligned}
& \Psi_{1}\left(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}\right)=\frac{1}{5}\left[t_{1}+t_{2}+t_{3}+t_{4}+t_{5}\right], \\
& \Psi_{2}\left(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}\right)=\frac{1-k}{5}\left[t_{1}+t_{2}+t_{3}+t_{4}+t_{5}\right]
\end{aligned}
$$

and $\Phi_{1}(t)=t$ for all $t \in \Omega$ in Theorem 3.2, we obtain the proof.
Corollary 3.2. Let $(X, \leq)$ be a partially ordered set and suppose that there exists a metric $d$ on $X$ such that $(X, d)$ is a complete metric space. Let $F: \Omega \times(X \times X) \rightarrow X$ be a mapping has the mixed monotone property and such that
(i) $F(\omega,$.$) is continuous for all \omega \in \Omega$,
(ii) $F(., v)$ is measurable for all $v \in X \times X$,
(iii) assume there exists $k \in[0,1)$ such that

$$
\begin{aligned}
& d(F(\omega,(x, y)), F(\omega,(u, v))) \\
\leq & \frac{k}{5}\binom{d(x, u)+d(y, v)+d(x, F(\omega,(x, y)))+d(u, F(\omega,(u, v)))}{+\frac{1}{2}[d(x, F(\omega,(u, v)))+d(u, F(\omega,(x, y)))]},
\end{aligned}
$$

for $x, y, u, v \in X$, for which $x \geq u$ and $y \leq v$ suppose either $F$ is continuous or $X$ has the following properties:
(i) if a nondecreasing sequence $\left\{x_{n}\right\} \rightarrow x$, then $x_{n} \leq x$ for all $n$,
(ii) if a nonincreasing sequence $\left\{y_{n}\right\} \rightarrow y$, then $y \leq y_{n}$ for all $n$.

If there exist measurable mappings $\eta_{0}, \xi_{0}: \Omega \rightarrow X$ such that

$$
\begin{aligned}
& \xi_{0}(\omega) \leq F\left(\omega\left(\xi_{0}(\omega), \eta_{0}(\omega)\right)\right) \text { and } \\
& \eta_{0}(\omega) \geq F\left(\omega,\left(\eta_{0}(\omega), \xi_{0}(\omega)\right)\right) \text { for all } \omega \in \Omega,
\end{aligned}
$$

then there are measurable mappings $\zeta, \theta: \Omega \rightarrow X$ such that
$F(\omega(\zeta(\omega), \theta(\omega)))=\zeta(\omega)$ and $\theta(\omega)=F(\omega(\theta(\omega), \zeta(\omega)))$ for all $\omega \in \Omega$, that is, $F$ has a random coupled fixed point, that is, $(\zeta(\omega), \theta(\omega)) \in X \times X$ such that $F(\omega,(\zeta(\omega), \theta(\omega)))=\zeta(\omega)$ and $\theta(\omega)=F(\omega,(\theta(\omega), \zeta(\omega)))$ for all $\omega \in \Omega$.

Proof. Letting $g=I$ ( $I$ is the identity mapping) for all $\omega \in \Omega$ in Corollary 3.1, we obtain the proof.

Corollary 3.3. Let $(X, \leq)$ be a partially ordered set and suppose that there exists a metric $d$ on $X$ such that $(X, d)$ is a complete metric space. Let $F: \Omega \times(X \times X) \rightarrow X$ be a mapping has the mixed monotone property and such that
(i) $F(\omega,$.$) is continuous for all \omega \in \Omega$,
(ii) $F(., v)$ is measurable for all $v \in X \times X$,
(iii) assume there exists $k \in[0,1)$ such that

$$
\begin{aligned}
& d(F(\omega,(x, y)), F(\omega,(u, v))) \\
\leq & k \max \binom{d(x, u), d(y, v), d(x, F(\omega,(x, y))), d(u, F(\omega,(u, v))),}{\frac{1}{2}[d(x, F(\omega,(u, v)))+d(u, F(\omega,(x, y)))]},
\end{aligned}
$$
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for $x, y, u, v \in X$, for which $x \geq u$ and $y \leq v$ suppose either $F$ is continuous or $X$ has the following properties:
(i) if a nondecreasing sequence $\left\{x_{n}\right\} \rightarrow x$, then $x_{n} \leq x$ for all $n$,
(ii) if a nonincreasing sequence $\left\{y_{n}\right\} \rightarrow y$, then $y \leq y_{n}$ for all $n$.

If there exist measurable mappings $\eta_{0}, \xi_{0}: \Omega \rightarrow X$ such that

$$
\begin{aligned}
& \xi_{0}(\omega) \leq F\left(\omega\left(\xi_{0}(\omega), \eta_{0}(\omega)\right)\right) \text { and } \\
& \eta_{0}(\omega) \geq F\left(\omega,\left(\eta_{0}(\omega), \xi_{0}(\omega)\right)\right) \text { for all } \omega \in \Omega,
\end{aligned}
$$

then there are measurable mappings $\zeta, \theta: \Omega \rightarrow X$ such that

$$
F(\omega(\zeta(\omega), \theta(\omega)))=\zeta(\omega) \text { and } \theta(\omega)=F(\omega,(\theta(\omega), \zeta(\omega))) \text { for all } \omega \in \Omega,
$$ that is, $F$ has a random coupled fixed point, that is, $(\zeta(\omega), \theta(\omega)) \in X \times X$ such that $F(\omega,(\zeta(\omega), \theta(\omega)))=\zeta(\omega)$ and $\theta(\omega)=F(\omega,(\theta(\omega), \zeta(\omega)))$ for all $\omega \in \Omega$.

Proof. One can obtain the proof by taking $\Psi_{1}\left(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}\right)=$ $\max \left[t_{1}, t_{2}, t_{3}, t_{4}, t_{5}\right], \Psi_{2}\left(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}\right)=(1-k) \Psi_{1}\left(t_{1}, t_{2}, t_{3}, t_{4}, t_{5}\right)$ and $\Phi_{1}(t)=t$ for all $t \in \Omega$ in Theorem 3.3.

Example 3.1. Let $X=[0,+\infty)$ with the usual metric under $d(x, y)=$ $|x-y|$ and ordering order $\leq$. Let $\Omega=[0,1]$ and let $\Sigma$ be the sigma measurable algebra subset of $[0,1]$. Define $g: \Omega \times X \rightarrow X$ and $F: \Omega \times$ $(X \times X) \rightarrow X$ as follows:
$g(\omega, x)=\left(1-\omega^{2}\right) x$ and $F(\omega, x, y)= \begin{cases}\frac{1}{5}\left(1-\omega^{2}\right)(x-4 y), & \text { if } x \geq 4 y, \\ 0, & \text { if } x<y .\end{cases}$
We will check that the contraction (43) of Corollary 3.1 is satisfied for all $x, y, u, v \in X$ satisfying $g(\omega, x) \geq g(\omega, u)$ and $g(\omega, y) \leq g(\omega, v)$ for
all $\omega \in \Omega$. By taking $k=\frac{5}{6}$, we divide the proof into the following four cases:
(a) If $x \geq 4 y$ and $u \geq 4 v$, here we get $F(\omega, x, y)=\frac{\left(1-\omega^{2}\right)}{5}(x-4 y)$ and $F(\omega, u, v)=\frac{\left(1-\omega^{2}\right)}{5}(u-4 v)$,

$$
\left.\begin{array}{rl} 
& d(F(\omega,(x, y)), F(\omega,(u, v))) \\
= & \left(1-\omega^{2}\right)\left|\frac{x-4 y}{5}-\frac{u-4 v}{5}\right| \\
= & \left(1-\omega^{2}\right)\left(\frac{x-u}{5}+\frac{4(v-y)}{5}\right) \\
= & \left(1-\omega^{2}\right)\left(\frac{x-u}{6}+\frac{v-y}{6}+\frac{x-u}{30}+\frac{16(v-y)}{30}+\frac{3(v-y)}{30}\right) \\
\leq & \left(1-\omega^{2}\right)\left(\frac{x-u}{6}+\frac{v-y}{6}+\frac{x}{30}+\frac{4 u}{30}+\frac{3 v}{30}\right) \text { since } v \leq \frac{1}{4} u \\
\leq & \left(1-\omega^{2}\right)\left(\frac{x-u}{6}+\frac{v-y}{6}+\frac{5 x}{30}+\frac{4 u}{30}+\frac{4 v}{30}\right) \\
= & \frac{\left(1-\omega^{2}\right)}{6}\left(x-u+v-y+\frac{4 x+4 y}{5}+\frac{4 u+4 v}{30}\right) \operatorname{since} y \leq \frac{1}{4} x \\
\leq & \frac{k}{5}\left(\begin{array}{l}
d(g(\omega, x), g(\omega, u))+d(g(\omega, y), g(\omega, v)) \\
\leq
\end{array}\right. \\
\frac{k}{5}(g(\omega, x), F(\omega,(x, y)))+d(g(\omega, u), F(\omega,(u, v)))
\end{array}\right)
$$

(b) If $x \geq 4 y$ and $u<4 v$, here we get $F(\omega, x, y)=\frac{\left(1-\omega^{2}\right)}{5}(x-4 y)$ and $F(\omega, u, v)=0$,

$$
\left.\begin{array}{rl} 
& d(F(\omega,(x, y)), F(\omega,(u, v))) \\
= & \left(1-\omega^{2}\right) \frac{x-4 y}{5} \leq\left(1-\omega^{2}\right) \frac{x}{5} \\
= & \left(1-\omega^{2}\right)\left(\frac{x-u}{6}+\frac{u}{6}+\frac{x}{30}\right) \\
\leq & \left(1-\omega^{2}\right)\left(\frac{x-u}{6}+\frac{u}{6}+\frac{5 x}{30}\right) \\
\leq & \frac{\left(1-\omega^{2}\right)}{6}\left(x-u+u+\frac{4 x+4 y}{5}\right) \text { since } y \leq \frac{1}{4} x
\end{array}\right) .
$$

(c) If $x<4 y$ and $u \geq 4 v$, here we get $F(\omega, x, y)=0$ and $F(\omega, u, v)$

$$
\begin{aligned}
&=\frac{\left(1-\omega^{2}\right)}{5}(u-4 v), \\
& d(F(\omega,(x, y)), F(\omega,(u, v))) \\
&=\left(1-\omega^{2}\right) \frac{u-4 v}{5} \leq\left(1-\omega^{2}\right) \frac{u}{5}=\left(1-\omega^{2}\right)\left(\frac{u}{6}+\frac{u}{30}\right) \\
& \leq\left(1-\omega^{2}\right)\left(\frac{x}{6}+\frac{u}{6}+\frac{u}{30}\right) \leq\left(1-\omega^{2}\right)\left(\frac{x}{6}+\frac{u}{6}+\frac{5 u}{30}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{\left(1-\omega^{2}\right)}{6}\left(x+u+\frac{4 u+4 v}{5}\right) \text { since } u \leq \frac{1}{4} v \\
& \leq \frac{k}{5}\binom{d(g(\omega, x), F(\omega,(x, y)))+d(g(\omega, u), F(\omega,(x, y)))}{+d(g(\omega, u), F(\omega,(u, v)))} \\
& \leq \frac{k}{5}\left(\begin{array}{l}
d(g(\omega, x), g(\omega, u))+d(g(\omega, y), g(\omega, v)) \\
+d(g(\omega, x), F(\omega,(x, y)))+d(g(\omega, u), F(\omega,(u, v))) \\
+\frac{1}{2}[d(g(\omega, x), F(\omega,(u, v)))+d(g(\omega, u), F(\omega,(x, y)))]
\end{array}\right) .
\end{aligned}
$$

(d) If $x<4 y$ and $u<4 v$, here we get $F(\omega,(x, y))=0$ and $F(\omega,(u, v))=0$, it is trivial. Then from four cases, we have the hypotheses of Corollary 3.1 are verified. Thus, $(0,0) \in X \times X$ is a random coupled coincidence and a random coupled fixed point of $F$ and $g$.

As an application, it is easy to state a corollary of Theorem 3.3 involving a contraction of integral type.

Corollary 3.4. Let F satisfy the conditions of Theorem 3.3 except that condition (42) be replaced by the following: there exists a positive Lebesgue integrable function $\varphi$ on $R^{+}$such that $\int_{0}^{\varepsilon} \varphi(\omega, t) d t>0$ for each $\varepsilon>0$ such that

$$
\begin{aligned}
& \int_{0}^{\Phi_{1}(d(F(\omega,(x, y)), F(\omega,(u, v))))} \varphi(\omega, t) d t \\
\leq & \int_{0}^{\Psi_{1}}\binom{d(x, u), d(y, v), d(x, F(\omega,(x, y))), d(u, F(\omega,(u, v))),}{\frac{1}{2}[d(x, F(\omega,(u, v)))+d(u, F(\omega,(x, y)))]} \varphi(\omega, t) d t \\
& -\int_{0}^{\Psi_{2}\left(\frac{d(x, u), d(y, v), d(x, F(\omega,(x, y))), d(u, F(\omega,(u, v))),}{2}[d(x, F(\omega,(u, v)))+d(u, F(\omega,(x, y)))]\right.} \varphi \varphi(\omega, t) d t .
\end{aligned}
$$

Then $F$ has a coupled random fixed point.
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